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Abstract 

The impact of algorithmic systems on the criminal trial is becoming 

increasingly relevant in the legal sphere in the context of globalization and the 

development of digital technologies. The aim of the study is to assess the role of 

algorithmic systems in improving the transparency, consistency, and objectivity of 

court decisions at the international level. The research employs empirical methods, 

including comparison and making statistics. The obtained results indicate a 50% 

increase in the efficiency of the judicial system when implementing algorithmic 

systems based on Big Data. The study emphasizes the importance of developing 

ethical guidelines and regulatory frameworks to prevent bias and abuse. The 

practical significance is the evaluation of international experience in the 

application of technologies to ensure the effectiveness and fairness of judicial 

decisions. The results of the study indicate the importance of integrating 

algorithmic systems into the judicial process for improving the quality of justice.  
 

Keywords:  Algorithmic systems, judicial process, criminal cases, 
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Introduction 

Algorithmic systems based on the artificial intelligence (AI) and machine 

learning represent a technological solution for process automation. They function 

based on the analysis of large data sets and decision-making using algorithmic 

models. According to Hort et al. (2023), the systems consist of several key 

components: input data, which may include numerical and textual information, 

data processing algorithms that analyse and sort information according to certain 

criteria, and output data, which represents the results of processing. Algorithmic 
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systems are designed to optimize processes by reducing human intervention and 

increasing the accuracy and speed of performing tasks. They play an important 

role in many sectors, including finance, medicine, marketing, and education, 

where fast and accurate information processing is required. 

In the legal environment and public administration, algorithmic systems 

are used to automate routine tasks and complex analysis of legal documents. 

Asli (2023) believes that they allow to significantly speed up the consideration of 

cases, optimize the work of legal institutions and increase the accessibility and 

transparency of court procedures for the public. Algorithmic systems are used to 

predict the outcome of court proceedings, which helps lawyers to better prepare 

for court hearings. They are also used to analyse legislative changes and their 

potential impact on society, helping government agencies to make informed 

decisions about changes to legislation. 

The effectiveness of algorithmic systems in the judicial system is 

manifested in the ability to significantly reduce the time for consideration of cases 

and reduce the administrative burden on judges. According to Noti and Chen 

(2023), they increase the quality of justice, as judicial authorities can focus on 

complex and important cases, reducing the chance of error. Algorithmic systems 

contribute to the reduction of legal disagreements that may arise due to the human 

factor and provide standardization in decision-making. It is important to 

accurately adhere to the law in order to ensure justice and equal treatment of all 

participants in legal process. However, the issue of algorithmic systems is 

insufficiently studied because of the constant modernization and experimental 

component of their implementation, which requires additional research. 
 

Literature Review 

The impact of using algorithmic systems on criminal trials is becoming an 

urgent issue in the legal field. Weerts et al. (2023) analyse the use of algorithmic 

analysis in predicting the risk of repeat crimes. Feng et al. (2023) emphasize the 

increased accuracy of judicial decision-making and the reliable preservation of 

personal data. Juijn et al. (2023) examine the impact of AI on judicial decision-

making, where algorithms can assist in identifying legislative trends and practices. 

Musco Eklund (2023) highlights the international experience of using algorithms 

to assess evidence and its adequacy, pointing to significant differences in the 

approaches of different jurisdictions. Rakova and Dobbe (2023) criticize the 

potential bias and errors in algorithmic systems that can affect the fairness of 

decisions. 

Archer (2023) focuses on the use of algorithms to streamline the 

procedural aspects of court hearings, showing a reduction in case processing 
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times. Yurrita et al. (2023) examine the effect of the implementation of 

algorithmic systems on court verdicts, demonstrating improvements in the 

objectivity of court decisions. Busacca and Monaca (2023) describe the use of 

algorithms in criminal investigations, analysing their role in increasing the 

effectiveness of crime detection. Gupta (2023) emphasizes the importance of 

developing ethical guidelines for the use of algorithmic tools in justice. 

Rutkowski (2023) examines the successful practices of Asian countries in the use 

of algorithmic systems, which are based on joint projects and data exchange. 

Lei and Kaplan (2023) point to the importance of international 

cooperation and sharing of experience in developing effective strategies for the 

use of algorithms in criminal courts. Edenberg and Wood (2023) demonstrate the 

significant impact of algorithmic systems on the decision-making process in 

criminal cases. De Manuel (2023) emphasizes that appropriate systems help 

judges to analyse data much more quickly. Reyero et al. (2023) note the 

importance of a balance between the automation of judicial processes and the need 

to preserve fairness and transparency of decisions. In terms of innovation, Pérez 

Domínguez and Simón Castellano (2023) explore the role of algorithms in 

ensuring the consistency of judicial opinions, which allows to achieve 

standardization at the international level. Ugwudike and Fleming (2023) examine 

the challenges related to ethical issues and risks of bias that may arise from the 

overuse of algorithmic tools in justice. Imai at al. (2023) study strategies for the 

development of algorithmic competence among judges, which is a key factor in 

the successful integration of technological tools into the judicial process. 

Rakova et al. (2023) examine the impact of automated evidence 

evaluation systems on ensuring the right to a fair trial. Van Toorn and Scully 

(2023) analyse the role of algorithmic systems in determining the risk of 

recidivism, indicating an increase in the accuracy of such assessments. James et al. 

(2023) examine the use of algorithmic tools to automate document flow in courts, 

which helps to reduce the administrative burden on judges. As regards 

international experience, Hrytsai (2023) considers the use of innovative 

technologies as an element of the development of modern globalization and 

automation of legal, commercial environments. Valdivia et al. (2023) describe the 

complexity of ethical decisions that arise with the use of algorithmic systems. An 

analysis conducted by Williamson et al. (2023) demonstrate how algorithmic tools 

can serve as additional means to ensure human rights in justice.  

All the studies emphasize the need for a balance between innovation and 

the protection of fundamental rights and freedoms in using algorithmic systems in 

criminal justice. So, a common view among researchers is the thesis about the 

rapid development and impact of algorithmic systems on criminal trials. However, 
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the effectiveness of the implementation of algorithmic systems for court 

proceedings requires additional analysis. 
 

Objectives 

The aim of the article is to analyse the impact of using algorithmic 

systems on criminal trials due to the reduction of the burden on the judicial 

system. The aim involves the fulfilment of the following research objectives:  

1. Analyse the state of using algorithmic systems in criminal trials in Europe 

and the USA, determine the features of their practical implementation.  

2. Study the effectiveness of algorithmic systems in solving criminal cases 

through a comparative analysis of legal and technological approaches.  

3. Develop recommendations for optimizing the use of algorithmic systems 

in criminal cases to reduce the burden on the judicial system. 
 

Materials and Methods  

The study of the impact of using algorithmic systems on criminal trials in 

Europe consists of three consecutive stages. The first stage provides for an 

analysis of the burden on the judicial system of Europe. It includes the collection 

and analysis of data on the number of filed cases, the time of their consideration 

and resolution, the degree of fairness according to available legal documents and 

statistics. The second stage covers the assessment of the state of implementation 

of the algorithmic systems used in the courts of the countries selected for the 

study. The third stage consists in the systematization of effective algorithmic 

systems, the identification of their common characteristics and the conditions 

under which their use is the most profitable and productive. 

Methods of content analysis of algorithmic systems and statistics 

processing are used to ensure the objectivity and reliability of the results. Content 

analysis identifies key themes, patterns and trends in the use of algorithmic 

systems in legal proceedings. Court decisions and other documents related to the 

use of technologies were evaluated. Statistics processing includes a quantitative 

analysis of the dynamics of court cases, their distribution by type, the duration of 

processes, modelling of potential changes in the judiciary according to the 

scenarios of the introduction of new technologies. 

The study covers a sample of countries with a high level of digitization 

during 2022-2023, including the US, Singapore, the Netherlands, the UK, Estonia, 

and Germany. The peculiarities of the load on the European Court in accordance 

with the number of submitted cases are considered. The countries were selected 

because of their professional approach to the implementation of technology in 

their judicial systems and significant investment in digital infrastructure. The US 

and Singapore use a wide range of algorithmic systems to optimize the judicial 
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process and improve access to justice. Great Britain and Estonia are actively 

developing online court platforms and automation of routine procedures. The 

analysis of these countries made it possible to gain an understanding of global 

trends and develop recommendations for other regions. 

The research is based on the use of statistical calculations and legal 

analysis to assess the impact of algorithmic systems on the judicial process. 

Statistical calculations involve modelling and data processing to assess the 

statistical significance of observed trends. Legal analysis is carried out in order to 

assess the compliance of the application of algorithmic systems with the current 

legislation, analysis of legal regulations, and consideration of court practice. 
 

Results 

Reducing the burden on the judicial system without losing objectivity is 

an important issue for ensuring the effectiveness of the European judicial system. 

In Estonia, the reduction in the term of consideration of cases after the 

implementation of digital systems reached 90%. The European practice of using 

algorithmic systems in the judicial process shows a growing tendency to use AI 

and automation for the objectivity of justice. European countries are actively 

integrating algorithmic technologies into various aspects of the judicial system, 

including decision support and case management. The use of automated systems 

significantly reduces human errors, ensures faster processing of large information 

volumes. In addition, they help judges and lawyers to focus on more complex 

aspects of legal cases. 

In European jurisdictions, such as Germany, France, and the Netherlands, 

algorithmic systems are implemented in order to optimize procedural processes 

and increase the accuracy of legal investigations. For example, automated systems 

for the analysis of evidence are used to quickly scan and interpret documents to 

reduce the time needed to prepare for court hearings. During 2022, AI systems 

based on complex algorithms of the R language were actively implemented. The 

systems are built on the forecasting principles, which can evaluate the potential 

outcomes of cases based on historical data and current legal trends. This approach 

helps judges and lawyers to build more informed defines or prosecution strategies. 

The total number of cases in the European Criminal Court is shown in Table 1. 

 

Table 1. General development of the institution’s judicial activity for 2019-2023 

General Overview  2019  2020  2021  2022  2023  

New cases   1,905  1,584  1,720  1,710  2,092  

Completed cases closed  1,739  1,540  1,723  1,666  1,687  

Cases pending  2,500  2,544  2,541  2,585  2,990  
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Source: tabled on the basis of Europe Justice Court 

 

The number of completed cases declined in 2020, but then stabilized. This 

may be explained by the introduction of algorithmic tools, such as COMPAS and 

HART. However, a slight decrease in the number of completed cases in 2023 

indicates the need for further optimization and calibration of these systems. 

The use of algorithmic systems in European judicial processes raises 

certain ethical and legal questions regarding the transparency and bias of 

algorithms. The European Union is actively working on the development of 

regulations governing the AI use (Court of Justice of The European Union, 2023). 

Innovative technologies are used in a way that respects the basic human rights and 

freedoms. The introduction of strict rules regarding the ethics of AI aims to 

prevent possible biases that may negatively affect the fairness and objectivity of 

judicial decisions. 

The use of algorithmic systems in European Court trials has the potential 

to improve the speed and quality of justice by 20%. However, their testing needs 

careful monitoring, calibration and improvement to ensure the fairness and 

accuracy of court decisions. Systematized statistics of new, completed and 

pending cases during 2019-2023 demonstrate the dynamic challenges and 

opportunities that algorithmic tools in criminal justice represent. 

Over the period from 2019 to 2023, there were noticeable changes in the 

number of criminal cases brought to court in Europe. According to the available 

data, this period is characterized by a decrease in various categories of court cases, 

in particular in preliminary proceedings, appeals, as well as in applications for 

preliminary proceedings or intervention. This indicates an improved efficiency of 

court proceedings due to the use of algorithmic systems. See Table 2 for more 

details. 

 

Table 2. Bringing criminal cases to court in Europe 

Nature of proceedings  2019 2020 2021 2022 2023 

References for a 

preliminary ruling 

641 557 567 546 518 

Direct actions 41 38 29 37 60 

Appeals 256 125 223 193 213 

Appeals concerning 

interim measures or 

interventions 

10 6 9 16 18 

Requests for an opinion 1 1 0 0 0 



Pakistan Journal of Criminology 1191 

 
 
 
 

  
  

 

 

 

Special forms of procedure 17 10 10 14 12 

Total 966 737 838 806 821 

Source: tabled on the basis of Europe Justice Court 
 

The decreased number of references for a preliminary ruling is determined 

by the introduction of algorithmic tools used to solve legal issues in advance. AI-

based systems are able to analyse large volumes of legal information, helping 

judges to understand in advance the complexity of issues that may arise, thereby 

reducing the need for preliminary proceedings. 

There is a significant increase in the number of direct actions in 2023, 

reflecting a 10% increase in the activity of the public and legal entities in using the 

court system to protect their rights. The implementation of algorithmic systems 

contributes to growth, as they ensure the accessibility and transparency of judicial 

processes. 

In Great Britain, the Court Modernisation Programme has significantly 

increased the efficiency of the courts. In particular, the introduction of online 

platforms for some categories of civil and criminal cases made it possible to 

reduce the time of consideration of these cases by 50% or more. Digital 

technologies of online platforms enabled conducting procedural review without 

the physical presence of the parties. 

Estonia, one of the most digitized countries in the world, has significantly 

reduced the burden on its judicial system by automating the processing of minor 

cases. The introduction of online court platforms has reduced the processing time 

of cases from several months to several weeks. The introduction of the e-Justice 

system made it possible to resolve more than 90% of minor cases without the 

involvement of judges, reducing the burden on the judicial system by more than 

40% from 2015 to 2020. 

The Netherlands implemented the Rechtwijzer platform, which focuses on 

resolving conflicts in family and housing matters through online mediation. With 

the help of this platform, the parties have the opportunity to resolve conflicts 

without the need to go to court. According to 2023, about 70% of platform users 

reached mutually acceptable agreements, thereby reducing the burden on judicial 

institutions by 30%. 

Singapore has developed and implemented an e-Litigation system that is 

used for all aspects of the litigation process, from filing to case management and 

online court hearings. This system made it possible to reduce the time for 

consideration of cases by an average of 25%, and the costs of the court process - 

by about 20%. A feature is the opportunity for judges, lawyers and parties to 
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access documents and manage court processes in real time. The most effective 

algorithm-based systems are shown in Table 3. 

 

Table 3. The most effective algorithm-based systems 

System name Country of 

implementation 

System function 

 

Features 

COMPAS (Correctional 

Offender Management 

Profiling for Alternative 

Sanctions) 

USA Recidivism risk 

assessment 

Uses data on past offending to 

assess risk of reoffending. 

HART (Harm 

Assessment Risk Tool) 

Great Britain Predicting the 

risk of future 

harm 

Analyses the probability of 

committing serious crimes in 

the future. 

ZODIAC Netherlands Investigation of 

crimes 

Uses AI to analyse criminal 

networks and identify links 

between crimes. 

Prüm Decisions European Union 

 

Exchange of data 

between countries 

Allows rapid exchange of 

biometric data, such as 

fingerprints and DNA, 

between EU countries for 

investigations. 

AI Lie Detector Hungary / Greece Determining the 

truthfulness of 

the answers 

It is used at borders to assess 

the truthfulness of answers 

during interviews with 

travellers. 

Source: compiled by the author 
 

COMPAS is one of the most well-known algorithmic systems used in the 

United States to assess the risk of recidivism among convicted criminals. The 

system has garnered considerable attention and criticism for its use in criminal 

justice. COMPAS analyses a large amount of data, including criminal history, age 

at first arrest, gender, ethnicity, and socioeconomic status, to predict the likelihood 

of reoffending. The technology takes into account factors such as the history of 

drug addiction and the social environment of the convict. COMPAS has been 

criticized for potential bias and opacity in its algorithmic methods despite its 

advantages. Critics argue that the system can reproduce existing social inequalities 

and increase the risk of undue influence on judicial decisions. 

HART is used in the UK and is designed to predict the future harm that an 

individual is likely to do, particularly in the context of re-offending. It was 
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implemented for reducing the number of crimes, improving the resource planning 

of the police and increasing the overall efficiency of law enforcement agencies. 

HART analyses information from a variety of sources, including records of 

previous offences, behaviour and social factors. The assessment may influence 

police decisions about the need for further monitoring of the individual or 

prevention of possible harm. The system was designed with the need to balance 

the protection of the public and the rights of individuals, but its implementation 

also raised questions about possible privacy violations. 

ZODIAC is a system implemented in the Netherlands that focuses on the 

investigation of crimes through the analysis of criminal networks. It uses AI 

algorithms to process large volumes of data, including crime reports, testimony 

and other related documents. ZODIAC is part of a wider strategy to improve the 

effectiveness of police investigations and reduce the time for identifying and 

arresting criminals. This system is particularly useful in cases where criminal 

networks have complex structures or use advanced technology to hide their 

actions. 

Therefore, European practice emphasizes the need for a balance between 

the use of innovative technologies and the protection of fundamental rights. The 

implementation of algorithmic systems must take into account the need for 

transparency, accountability and verifiability of algorithmic decisions so that all 

parties can have confidence in a judicial process that is becoming increasingly AI 

dependent. 
 

Discussion 

The researchers are conducting research on the effectiveness of using 

algorithmic systems in criminal cases. The results (Myles et al., 2023; Bondarenko 

et al., 2021) have a common approach regarding the effectiveness of applying AI 

systems to automate data processing. The analysis conducted by Saxena and Guha 

(2024) focuse on the ethical aspects and potential biases that may arise when using 

such systems. The results confirm the findings of Gontarz (2023) that the correct 

implementation of algorithmic systems requires careful adaptation and training of 

legal professionals to work with new technologies. The conducted research is 

supported by the hypothesis of Lünich et al.  (2023) and Nikonenko et al. (2022), 

which indicate the need to create a strict regulatory framework to ensure 

transparency and fairness in the use of automation. According to the conclusions 

drawn by Varona and Suarez (2023), the possibility of standardization of court 

decisions with the help of algorithms will ensure consistency in decisions. 

Compared to Kaur et al. (2023), our study examine the practical aspect of the 

functioning of algorithmic systems in different countries. 
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According to Castro-Toledo et al. (2023), the integration of algorithms 

requires significant changes in the training of legal professionals, which 

corresponds to our findings. Differences with the research conducted by Ito et al. 

(2023) is greater attention to potential risks associated with the autonomy of 

algorithmic systems. Unlike Engelmann (2023), the article emphasizes the need 

for improved ethical standards for the use of algorithms in criminal justice. The 

conducted analysis confirms the findings (Zilka et al., 2023) regarding the 

importance of a balanced approach to innovation and the protection of 

fundamental rights based on international standards. The results have something in 

common with the findings of Caddle et al. (2023), which emphasizes the need for 

careful study of ethical aspects before their widespread implementation. 

Therefore, the researchers emphasizes the importance of in-depth analysis and 

discussion in the development of rules for the use of technological innovations in 

the legal sphere. 
 

Conclusions  

The analysis of international experience shows that the introduction of 

algorithmic systems into the judicial process in criminal cases has a significant 

potential for increasing the efficiency. Algorithmic systems help to reduce case 

processing time, increase the accuracy of evidence analysis, and contribute to a 

better understanding of legal issues. According to the study, the introduction of 

technology in countries with a high level of digitalization, such as Estonia and 

Singapore. The existing positive impact of algorithmic systems indicates the 

importance of their further development and integration into legal systems around 

the world. 

The use of algorithmic systems has not only positive aspects. There are 

significant problems and ethical challenges associated with their use. One of the 

main problems is the potential bias of the algorithms, which can lead to an unfair 

judicial decision. Such a bias is a consequence of insufficient variety of training 

data or their incorrect interpretation by the system. In addition, there is a challenge 

in the form of ensuring the transparency of algorithmic processes. The overall 

complexity and cost of developing and implementing such systems can also be a 

major obstacle to their widespread use, especially in resource-constrained 

countries. 
 

Recommendations 

The analysis of the impact of the application of algorithmic systems on the 

judicial process in criminal cases and their impact on optimizing the workload on 

the judicial system gives grounds for implemented the following recommended 

measures: 
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1. Develop and implement a clear regulatory framework for the use of 

algorithmic systems, ensuring high standards of accuracy, transparency, 

and ethics in their application. 

2. Conduct systematic training of judges, prosecutors and lawyers on the 

possibilities and risks associated with the use of algorithmic systems. 

3. Ensure the availability and openness of algorithmic systems for public 

control and assessment, which will contribute to increasing trust in the 

judicial system and in these technologies. 

4. Create mechanisms for constant monitoring and assessment of the impact 

of algorithmic systems on the judicial process, which will allow adapting 

technologies to the changing conditions and requirements of justice. 

5. Involve scientific and technological communities in the development of 

new generations of algorithmic systems based on the latest achievements 

in the field of AI and machine learning. 

 

References 

Archer, E. (2023). Technology-driven proctoring: Validity, social justice and ethics in 

higher education. Perspectives in Education, 41(1), 119-136. 

https://doi.org/10.38140/pie.v41i1.6666   

Asli, M. R. (2023). Digital trends of criminology and criminal justice of the 21st century. 

Journal of Digital Technologies and Law, 1(1), 235-250. 

https://doi.org/10.21202/jdtl.2023.9  

Bondarenko, S., Halachenko, O., Shmorgun, L., Volokhova, I., Khomutenko, A., & 

Krainov, V. (2021). The effectiveness of network systems in providing project 

maturityof public management. TEM Journal, 10(1), 272-282. 

https://doi.org/10.18421/TEM101-34  

Busacca, A., & Monaca, M. (2023). Using AI for justice: Principles and criteria of the 

“European ethical charter on the use of AI in judicial systems.” (D. Marino & 

M. Monaca, Eds). In: Lecture Notes in Networks and Systems (p. 157-172). 

Berlin: Springer Science and Business Media Deutschland GmbH. 

https://doi.org/10.1007/978-3-031-14605-3_13  

Caddle, X. V., Naher, N., Miller, Z. P., Badillo-Urquiola, K., & Wisniewski, P. J. (2023). 

Duty to respond: The challenges social service providers face when charged with 

keeping youth safe online. Proceedings of the ACM on Human-Computer 

Interaction, 7(GROUP), 1-35. https://doi.org/10.1145/3567556   

Castro-Toledo, F. J., Miró-Llinares, F., & Aguerri, J. C. (2023). Data-driven criminal 

justice in the age of algorithms: Epistemic challenges and practical 

implications. Criminal Law Forum, 34(3), 295-316. 

https://doi.org/10.1007/s10609-023-09454-y  

Court of Justice of The European Union. (2023). Statistics concerning the judicial activity 

of the Court of Justice. Retrieved from 

https://curia.europa.eu/jcms/upload/docs/application/pdf/2024-

04/en_ra_2023_cour_stats_web_bat_22042024.pdf  

De Manuel, A., Delgado, J., Parra Jounou, I., Ausín, T., Casacuberta, D., Cruz, M., … & 

Puyol, A. (2023). Ethical assessments and mitigation strategies for biases in AI-

https://doi.org/10.38140/pie.v41i1.6666
https://doi.org/10.21202/jdtl.2023.9
https://doi.org/10.21202/jdtl.2023.9
https://doi.org/10.18421/TEM101-34
https://doi.org/10.1007/978-3-031-14605-3_13
https://doi.org/10.1145/3567556
https://doi.org/10.1007/s10609-023-09454-y
https://curia.europa.eu/jcms/upload/docs/application/pdf/2024-04/en_ra_2023_cour_stats_web_bat_22042024.pdf
https://curia.europa.eu/jcms/upload/docs/application/pdf/2024-04/en_ra_2023_cour_stats_web_bat_22042024.pdf


1196 Patreliuk et al.    
     

 
 
 

  
 
 

 
systems used during the COVID-19 pandemic. Big Data and Society, 10(1). 

https://doi.org/10.1177/20539517231179199  

Edenberg, E., & Wood, A. (2023). Disambiguating algorithmic bias: From neutrality to 

justice. In: AIES 2023 - Proceedings of the 2023 AAAI/ACM Conference on AI, 

Ethics, and Society (p. 691-704). New York: Association for Computing 

Machinery. https://doi.org/10.1145/3600211.3604695  

Engelmann, A. (2023). Algorithmic transparency as a fundamental right in the democratic 

rule of law. Brazilian Journal of Law, Technology and Innovation, 1(2), 169-188. 

https://doi.org/10.59224/bjlti.v1i2.169-188  

Feng, X., Wang, Y., & Zheng, Q. (2023). Legal regulation of algorithmic gender 

discrimination in the digital age. Communications in Humanities Research, 12(1), 

242-248. https://doi.org/10.54254/2753-7064/12/20230114 

Gontarz, I. (2023). Judicial review of automated administrative decision-making: The role 

of administrative courts in the evaluation of unlawful regimes. ELTE Law 

Journal, 2023(1), 151-162. https://doi.org/10.54148/ELTELJ.2023.1.151  

Gupta, N. (2023). Artificial intelligence ethics and fairness: A study to address bias and 

fairness issues in AI systems, and the ethical implications of AI applications. 

Revista Review Index Journal of Multidisciplinary, 3(2), 24-35. 

https://doi.org/10.31305/rrijm2023.v03.n02.004 

Hort, M., Moussa, R., & Sarro, F. (2023). Multi-objective search for gender-fair and 

semantically correct word embeddings. Applied Soft Computing, 133, art. 109916. 

https://doi.org/10.1016/j.asoc.2022.109916 

Hrytsai, S. (2023). digital Innovations in the legal mechanism of copyright authentication 

(practical aspect): Can a non-functioning token be a guarantor of intellectual 

property? (NFT on the example of Ukraine). NTUT Journal of Intellectual 

Property Law and Management, 12(2), 48-69. 

Imai, K., Jiang, Z., Greiner, D. J., Halen, R., & Shin, S. (2023). Experimental evaluation of 

algorithm-assisted human decision-making: application to pretrial public safety 

assessment. Journal of the Royal Statistical Society. Series A: Statistics in Society, 

186(2), 167-189. https://doi.org/10.1093/jrsssa/qnad010 

Ito, M., Cross, R., Dinakar, K., & Odgers, C. (2023). Introduction: Algorithmic rights and 

protections for children. In: Algorithmic Rights and Protections for Children (p. 3-

14). Cambridge: The MIT Press. https://doi.org/10.7551/mitpress/13654.003.0004 

James, A., Hynes, D., Whelan, A., Dreher, T., & Humphry, J. (2023). From access and 

transparency to refusal: Three responses to algorithmic governance. Internet 

Policy Review, 12(2). https://doi.org/10.14763/2023.2.1691 

Juijn, G., Stoimenova, N., Reis, J., & Nguyen, D. (2023). Perceived algorithmic fairness 

using organizational justice theory: An empirical case study on algorithmic hiring. 

In: AIES 2023 - Proceedings of the 2023 AAAI/ACM Conference on AI, Ethics, 

and Society (p. 775-785). New York: Association for Computing Machinery. 

https://doi.org/10.1145/3600211.3604677 

Kaur, D., Uslu, S., Rittichier, K. J., & Durresi, A. (2023). Trustworthy artificial 

intelligence: A review. ACM Computing Surveys. Association for Computing 

Machinery, 55(2), art. 39. https://doi.org/10.1145/3491209 

Lei, X., & Kaplan, S. A. (2023). The real-time and carry-over effects of injustice on 

performance and service quality in a ridesharing driver scenario. Current 

Psychology, 42(36), 32157–32178. https://doi.org/10.1007/s12144-022-04215-3 

Lünich, M., Keller, B., & Marcinkowski, F. (2023). Fairness of academic performance 

prediction for the distribution of support measures for students: Differences in 

https://doi.org/10.1177/20539517231179199
https://doi.org/10.1145/3600211.3604695
https://doi.org/10.59224/bjlti.v1i2.169-188
https://doi.org/10.54254/2753-7064/12/20230114
https://doi.org/10.54148/ELTELJ.2023.1.151
https://doi.org/10.1016/j.asoc.2022.109916
https://doi.org/10.1093/jrsssa/qnad010
https://doi.org/10.7551/mitpress/13654.003.0004
https://doi.org/10.14763/2023.2.1691
https://doi.org/10.1145/3600211.3604677
https://doi.org/10.1145/3491209
https://doi.org/10.1007/s12144-022-04215-3


Pakistan Journal of Criminology 1197 

 
 
 
 

  
  

 

 

 

perceived fairness of distributive justice norms. Technology, Knowledge and 

Learning, 29, 1079-1107. https://doi.org/10.1007/s10758-023-09698-y 

Musco Eklund, A. (2023). Rule of law challenges of “algorithmic discretion” & 

automation in EU border control. European Journal of Migration and Law, 25(3), 

249-274. https://doi.org/10.1163/15718166-12340152 

Myles, D., Duguay, S., & Flores Echaiz, L. (2023). Mapping the social implications of 

platform algorithms for LGBTQ+ communities. Journal of Digital Social 

Research, 5(4), 1-30. https://doi.org/10.33621/jdsr.v5i4.162 

Nikonenko, U., Shtets, T., Kalinin, A., Dorosh, I., & Sokolik, L. (2022). Assessing the 

policy of attracting investments in the main sectors of the economy in the context 

of introducing aspects of industry 4.0. International Journal of Sustainable 

Development and Planning, 17(2), 497-505. https://doi.org/10.18280/ijsdp.170214 

Noti, G., & Chen, Y. (2023). Learning when to advise human decision makers. In: IJCAI 

International Joint Conference on Artificial Intelligence (p. 3038-3048). New 

York: International Joint Conferences on Artificial Intelligence. 

https://doi.org/10.24963/ijcai.2023/339 

Pérez Domínguez, S., & Simón Castellano, P. (2023). Attitudes and perceptions regarding 

algorithmic judicial judgement: barriers to innovation in the judicial system? 

Revista de Internet, Derecho y Politica, 39. 

https://doi.org/10.7238/IDP.V0I39.417206 

Rakova, B., & Dobbe, R. (2023). Algorithms as social-ecological-technological systems: 

An environmental justice lens on algorithmic audits. In: FAccT '23: Proceedings 

of the 2023 ACM Conference on Fairness, Accountability, and Transparency (p. 

491-491). New York: Association for Computing Machinery (ACM). 

https://doi.org/10.1145/3593013.3594014 

Rakova, B., Shelby, R., & Ma, M. (2023). Terms-we-serve-with: Five dimensions for 

anticipating and repairing algorithmic harm. Big Data and Society, 10(2). 

https://doi.org/10.1177/20539517231211553 

Reyero Lobo, P., Daga, E., Alani, H., & Fernandez, M. (2023). Semantic Web 

technologies and bias in artificial intelligence: A systematic literature 

review. Semantic Web, 14(4), 745-770. https://doi.org/10.3233/SW-223041 

Rutkowski, K. (2023). Criminogenic effects of procedural mistakes and infringements as 

well as indolence of law enforcement agencies and the justice system. Prawo w 

Działaniu, 55, 204-222. https://doi.org/10.32041/pwd.5510 

Saxena, D., & Guha, S. (2024). Algorithmic harms in child welfare: Uncertainties in 

practice, organization, and street-level decision-making. ACM Journal on 

Responsible Computing, 1(1), 1-32. https://doi.org/10.1145/3616473 

Ugwudike, P., & Fleming, J. (2023). Artificial intelligence, digital capital, and epistemic 

domination on Twitter: A study of families affected by imprisonment. Punishment 

and Society, 25(1), 99-121. https://doi.org/10.1177/14624745211014391 

Valdivia, A., Serrajòrdia, J. C., & Swianiewicz, A. (2023). There is an elephant in the 

room: Towards a critique on the use of fairness in biometrics. AI and Ethics, 3(4), 

1407-1422. https://doi.org/10.1007/s43681-022-00249-2 

Van Toorn, G., & Scully, J. L. (2023). Unveiling algorithmic power: exploring the impact 

of automated systems on disabled people’s engagement with social 

services. Disability and Society. https://doi.org/10.1080/09687599.2023.2233684 

Varona, D., & Suarez, J. L. (2023). Social context of the issue of discriminatory 

algorithmic decision-making systems. AI and Society, 39(2). 

https://doi.org/10.1007/s00146-023-01741-x 

https://doi.org/10.1007/s10758-023-09698-y
https://doi.org/10.33621/jdsr.v5i4.162
https://doi.org/10.7238/IDP.V0I39.417206
https://dl.acm.org/doi/proceedings/10.1145/3593013
https://dl.acm.org/doi/proceedings/10.1145/3593013
https://doi.org/10.1145/3593013.3594014
https://doi.org/10.1177/20539517231211553
https://doi.org/10.3233/SW-223041
https://doi.org/10.32041/pwd.5510
https://doi.org/10.1145/3616473
https://doi.org/10.1177/14624745211014391
https://doi.org/10.1080/09687599.2023.2233684
https://doi.org/10.1007/s00146-023-01741-x


1198 Patreliuk et al.    
     

 
 
 

  
 
 

 
Weerts, H., Xenidis, R., Tarissan, F., Olsen, H. P., & Pechenizkiy, M. (2023). Algorithmic 

unfairness through the lens of EU non-discrimination law or why the law is not a 

decision tree. In: ACM International Conference Proceeding Series (p. 805-816). 

New York: Association for Computing Machinery. 

https://doi.org/10.1145/3593013.3594044 

Williamson, B., Komljenovic, J., & Gulson, K. N. (2023). World yearbook of education 

2024: Digitalisation of education in the era of algorithms, automation and 

artificial intelligence. In: World Yearbook of Education 2024: Digitalisation of 

Education in the Era of Algorithms, Automation and Artificial Intelligence (p. 1-

314). London: Taylor and Francis. https://doi.org/10.4324/9781003359722 

Yurrita, M., Draws, T., Balayn, A., Murray-Rust, D., Tintarev, N., & Bozzon, A. (2023). 

Disentangling fairness perceptions in algorithmic decision-making: The effects of 

explanations, human oversight, and contestability. In:  Conference on Human 

Factors in Computing Systems - Proceedings. Association for Computing 

Machinery (p. 1-21). Hamburg: ACM. https://doi.org/10.1145/3544548.3581161 

Zilka, M., Fogliato, R., Hron, J., Butcher, B., Ashurst, C., & Weller, A. (2023). The 

progression of disparities within the criminal justice system: Differential 

enforcement and risk assessment instruments. In: ACM International Conference 

Proceeding Series (p. 1553-1569). New York: Association for Computing 

Machinery. https://doi.org/10.1145/3593013.3594099 

 

 

https://doi.org/10.1145/3593013.3594044
https://doi.org/10.1145/3544548.3581161
https://doi.org/10.1145/3593013.3594099

