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Abstract 

Artificial intelligence technology is used to filter the visual content 

displayed on digital display platforms in a way that enhances its competitive role 

and organizes its content. It also involves several risks, including the possibility of 

causing direct damage to users of visual content display platforms via the Internet. 

The utilization of artificial intelligence technology for content filtering on these 

platforms gives rise to legal concerns regarding the liability framework in cases of 

damages resulting from such filtering activities. This is due to the absence of 

established legal regulations governing the use of artificial intelligence 

technology, as well as the ongoing development or nonexistence of relevant legal 

rules. Furthermore, the user base of these platforms continues to expand. The 

study proposes the adoption of a liability system that achieves a balance between 

the owners, operators, or developers of these platforms and their users.  The 

responsibility of the stronger party arises as soon as the damage occurs. This type 

of responsibility is more suitable for the circumstances surrounding the 

employment of artificial intelligence tools in filtering visual content on digital 

display platforms via the Internet. 
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Introduction 

The utilization of artificial intelligence tools is on the rise in the filtration of 

digital visual content platforms.  This trend gives rise to numerous legal issues, 

encompassing privacy infringements, intellectual property violations, and 

breaches of societal and ethical norms (Shangaraev, & Timakova, 2020). 

Unfortunately, there is no appropriate liability system that effectively and 

comprehensively safeguard against these risks. 

There is an increasing need for legal protection in the form of regulation 

and guidelines to ensure the safe and ethical use of artificial intelligence tools on 

these platforms(Gerstner, 1993). These measures aim to provide legal protection 

for users, and set frameworks for the ethics, screening, and filtering aspects of 

visual content. Ultimately, the goal is to establish a clear policy for how these 

tools work (Elkin-Koren, 2020). Legal safeguards against the risks associated with 
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using artificial intelligence tools on the platforms of visual content platforms can 

be implemented through adaptable rules that focus on protecting privacy 

(Chesterman, 2020). Additionally, these safeguards should aim to prevent 

infringement of intellectual property rights and establish legal mechanisms to 

address the risks associated with the use of artificial intelligence tools for content 

filtering (Kingston, 2016) 

The study's main problem is the absence of a well-defined responsibility 

system that safeguards users of digital display platforms against the risks posed by 

artificial intelligence tools that filter out harmful visual content   (Arnold, & Goug, 

2017). Despite the existence of notable legal distinctions between platform users 

and their respective owners, operators, or developers. 

The artificial intelligence technology is used to display visual content across 

digital platforms 

Artificial intelligence systems have multiple definitions and are regarded as 

a subdivision of modern knowledge in the field of computer science. They entail 

the investigation and examination of contemporary programming techniques that 

facilitate the production of logical inferences similar to human reasoning (Ergen, 

2019). These systems employ previous inputs in their underlying programming to 

imitate human intelligence, but their objective is not to supplant human cognition. 

However, their primary objective is to greatly reduce errors (McCarthy, 2007) 

when used correctly. Thus, this technology can engage in thinking, deduction, and 

making adjustments as needed. The process entails choosing content from a range 

of options based on specific data that can be generated concurrently. Artificial 

intelligence pertains to the augmentation of computers' abilities to understand, 

infer, perceive, and acquire knowledge through advanced programming. Artificial 

intelligence technology possesses the capacity to emulate human intelligence and 

exhibits the same logical reasoning abilities as humans (Drigas, Argyri, & 

Vrettaros, 2009). 

A. Components of artificial intelligence technology for filtering visual 

contents from a legal point of view 

Legally speaking, the components of artificial intelligence tools refer not to 

the technical aspects of the hardware and software involved in the functioning of 

AI technology (hardware and software) (Kuma, & Garg, 1999), but rather to the 

components that facilitate the comprehension and balancing the liability for the 

damages caused by the activities of artificial intelligence technology used to filter 

visual contents across digital platforms. From this point of view, it can be said that 

artificial intelligence technology consists of key components.  
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1.   Inputs: It is the data and information entered by the technology producer, 

programmer, and developer, or the information collected through the 

artificial intelligence technology tools themselves during their work. 

2.   Results or outputs: It is the result given to the beneficiary after 

examining and analyzing the expected requirements of the beneficiary, 

where artificial intelligence technology performs filtering processes and 

provides the best results according to logical inferences approved in its 

work systems, so artificial intelligence technology can link (Guy et al., 

2013) the experiences and interests of the user to specific content and then 

filter it. 

3.   Data, algorithms, and outputs: Data is what is fed to artificial 

intelligence tools as information based on which decisions are made after 

collecting, processing, and using data of all kinds(California Legislative 

Information, 2018). Algorithms are complex systems used to analyze and 

learn from data and make decisions based on it (European Commission, 

2019). Then the outputs, which include the outputs of artificial intelligence 

systems in various forms as decisions or actions. 

We believe that the aforementioned elements are considered reliable 

components for studying the risks associated with filtering visual content. They 

also provide a basis for interpreting the concept of balancing liability limits for 

damages to the beneficiary. This interpretation is based on the policies governing 

the operation of these technologies and their presentation of content specifically 

intended for a particular beneficiary. 

B. The goal of using artificial intelligence technology to filter visual content 

across digital platforms 

The goal of using Artificial intelligence tools to display visual content 

through digital platforms is to improve the user experience and make the process 

of finding, creating, or sharing digital visual content more efficient and effective. 

AI tools can filter and recommend content, allowing for faster and more accurate 

results. 

From this perspective, the primary objective of artificial intelligence tools 

employed in digital display platforms is to fulfill user needs, enhance platform 

performance to boost user engagement, recommend relevant and preferred 

content, and filter it in a manner that aligns with user desires. These tools strive to 

simulate human intelligence by comprehending, processing, and fulfilling specific 

desires, ultimately making decisions based on this data. The ultimate goal of these 

artificial intelligence tools is to foster fair competition by attracting the maximum 
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number of beneficiaries to a particular platform. Artificial intelligence is one of 

the components of the future of competition (Von & Malhi, 2020). 

For instance, the platform sequentially presents visual content, connected 

through a specific link. This linking process is not random; instead, it involves 

organizing and filtering the content based on artificial intelligence tools that rely 

on various criteria. These criteria include the user's interests, such as sports, 

science, art, or other topics, as well as their previous viewing history, intentional 

recordings or searches, geographical location, and interest in specific activities 

occurring at certain times. Visual contents are presented based on the prevailing 

preferences or trends of the local users at certain times, or residents in a specific 

area (Culotta et al., 2015, February), etc. 

If content is filtered against the user's preferences based on inferences and 

data from artificial intelligence technology that is not appropriate for the user of 

the platform, it can cause harm to the user. In such cases, responsibility arises 

under various circumstances and hypotheses. 

The user is at a disadvantage in these situations (Winkler et al., 1982) as 

they are unable to provide evidence of responsibility against artificial intelligence 

technology and its operators. This is particularly true due to the lack of clear and 

precise legislation that regulates these obligations because the operators of the 

display platforms or their headquarters are located under a different legal system 

and are accessed via the global Internet. The user's location in a different country 

with a different legal system complicates matters regarding conflict of laws and 

determining the appropriate court to handle the dispute. Additionally, the legal 

description for visual content varies across different legal systems. This 

emphasizes the importance of holding operators of digital display platforms 

accountable for the content they filter using artificial intelligence technology. 

Operators should be strictly liable for any damages caused by their deviation from 

the intended purpose of the platform. This will be discussed further in the second 

requirement.: 

Responsibility for Artificial intelligence technology use in Visual Contents 

Filtering 

There are several justifications for tightening legal liability for AI tool 

activities used to filter visual content, as follows: 

 Protection of consumer rights: Tightening legal liability helps to protect 

consumers' rights, ensures that personal data is not misused or manipulated 

without the user's consent, and makes filtering standards adoption more 

transparent for the user. 
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 Decrease the occurrence of harm: AI algorithms can contribute to the 

dissemination of harmful content, and tightening legal liability reduces the 

occurrence of this and gives the impression of strict accountability to platform 

operators and AI tool developers. 

 Encourage ethical practices adoption (Miernicki, M., & Ng, I., 2021): when 

utilizing artificial intelligence tools (Brożek & Janik, 2019) for content 

filtering. This is important because having a clear responsibility system 

facilitates and enhances the accountability of artificial intelligence developers 

and platform operators for their actions. 

 Intellectual property protection: Tightening legal liability will help protect 

the intellectual property rights of content creators and ensure that their work is 

not used without permission. 

Therefore, we believe that the rules of strict liability must be adopted in 

such circumstances for several reasons, which can be summarized as follows:  

 To establish the full liability (damage, error, and causal relationship between 

the fault and the damage (Gerstner, M.E.: Comment, liability issues with 

artificial intelligence software, 33 Santa Clara L. Rev. 239), the injured party 

must demonstrate negligence, breach of the duty of care, and damage (Tuthill, 

1991).  

 The injured party lacks comprehensive knowledge regarding the functioning 

of digital display platforms that utilize artificial intelligence technology for 

content filtering. He can easily establish the damage as the primary factor on 

which objective liability is founded. Subsequently, the harm inflicted upon the 

injured party can be remedied, while allowing the other party to absolve 

themselves of liability within reasonable bounds, contingent upon the nature 

of artificial intelligence technology. This is contingent upon proving that the 

injured party's fault is the sole reason for defending against responsibility.  

 The operator of the digital display platform has control over the artificial 

intelligence technology used in the content filtering process (Elkin-Koren, N., 

2020). This control extends to filtering out content that incites hatred, which is 

universally rejected by all human beings (Wu, T., 2019). Certain practices 

may be prohibited in general, and violations of these practices may be 

prohibited in specific societies (Neuwirth, R. J.,2023). 

Furthermore, artificial intelligence applications can cause harm that extends 

to content creators, impacting their profits and overall activity. This is 
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compounded by the unsatisfactory policies implemented by content creation 

platforms, such as YouTube. 

a. The extent of liability for damages caused by artificial intelligence 

technology used in electronic platforms to filter visual content 

The extent of legal responsibility for harm resulting from objectionable 

visual content screened by AI tools is contingent upon various factors, such as the 

efficacy of the AI tool in fulfilling its intended purpose (Faruk et al., 2021), the 

applicable law and competent court, and the prevailing external circumstances. 

If the filtering of specific content was unsuccessful due to the failure of the 

artificial intelligence tools, which were initially promoted as protective measures 

against malicious and harmful content unsuitable for certain users, then the 

operator assumes complete responsibility. This is because the artificial intelligence 

tool has a predefined role, and therefore the operator is subject to contractual or 

tort liability, depending on the circumstances. 

The primary legal issues revolve around determining the applicable law, the 

competent court, and the legal adjustment of content filtering to comply with the laws 

of a specific country. It is worth noting that the relevant legislation is still being 

developed and differs from laws concerning the responsibility for publishing content 

that is initially prohibited, such as certain information crimes. There is currently no 

specific legislation that pertains to the responsibility for harm caused by malicious 

videos that have been detected and filtered by artificial intelligence tools. 

Nevertheless, there exist several prevailing laws and regulations that may be 

applicable in such instances (Directive, 2000). 

Furthermore, apart from these overarching laws, there may exist particular 

laws and regulations that apply to specific categories of content. Examples of such 

laws include those that regulate the distribution of pornography or materials that 

promote hatred. We strongly advocate for the implementation of legislation that 

safeguards against the harmful effects of artificial intelligence tools. 

The extent of liability can vary based on the type of breach, such as an 

intrusion of privacy, if the content filtering tools utilize user information and data 

without their consent. 

The extent of legal responsibility for damages to the presentation of visual 

content on digital platforms remains ambiguous due to various factors: 

 A lack of specific legal regulations regarding the determination of 

responsibility for damages caused by visual content that is filtered and 

displayed on digital platforms. 
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 The continuous development of artificial intelligence tools in a way that 

conventional legislation cannot keep up. 

 The possibility of self-development of these tools makes them not entirely 

controlled by their operator. 

 There is uncertainty regarding the degree to which this technology is legally 

recognized as having its personality and is held accountable by its operator, 

who does not have complete control over it. 

 The legislation governing the activities of artificial intelligence tools used to 

filter visual content is characterized by its unpredictable content and method 

of enactment. 

The extent of legal liability of AI tools used in visual content platforms may 

vary based on factors such as the intended purpose of the technology for 

broadcasting specific ideas, the level of control exerted by the AI operator or 

developer, the type of harm caused, and other relevant circumstances that directly 

influence this matter. 

b. The presence of legal personality components for AI technology 

The components and functioning of artificial intelligence technology exhibit 

a level of autonomy in decision-making and task execution, to the extent that it 

seems capable of attaining legal personhood. 

For instance, pools of funds or individuals, along with other legal entities, 

have been bestowed with legal personality due to the constituent elements that 

establish their autonomy from their constituent parts and those responsible for 

them. 

We believe that artificial intelligence technology possesses some degree of 

independence (Chesterman, 2020). When considering the legal personhood of an 

entity, it is important to acknowledge their assumption of responsibility, 

obligations, and acquisition of rights. This legal personhood is granted to certain 

entities, such as aircraft and ships, by legislators in various countries. Despite 

being composed of funds or individuals, these entities are independent from them. 

Therefore, it is permissible to grant legal personhood to any entity when 

circumstances and the public interest necessitate it. Failing to do so would result in 

harm to the interests of others. 

Due to significant technological advancements, various entities have 

emerged with distinct capabilities and characteristics that allow them to assume 

obligations and acquire rights autonomously. However, these entities do not attain 

full independence as separate legal entities due to their inability to fulfill the 

requirements of basic legal personality, particularly independent financial 
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disclosure. Artificial intelligence technology can autonomously express its 

intentions based on pre-programmed data and inferences, as well as through 

iterative operations and self-programming. It can independently filter content. 

So, it is clear that to be considered a legal person with responsibilities, rights, and 

obligations, certain elements must be present in artificial intelligence technology. 

c. The applicability of strict liability for damage to Artificial intelligence 

tools utilized in visual content filtering 

The determination of responsibility for the damage caused by artificial 

intelligence tools used to filter visual content on digital platforms is still being 

developed. Currently, there is no clear framework for establishing the elements of 

responsibility in this case due to the presence of several fundamental elements 

with unpredictable outcomes and limits. This lack of a framework extends to the 

level of control and knowledge possessed by the platform operator, as well as the 

degree of human involvement in guiding the decisions of artificial intelligence 

tools and the ability to ascertain the actual cause of the damage. The extent and 

nature of the damage will determine which legal rules apply, such as product 

damage liability systems (Kingston, 2016), contractual liability rules, or even tort 

liability rules.  In some cases, new frameworks may be created to establish a 

liability system that is suitable for the specific nature of artificial intelligence tools 

and their application field (Chen et al., 2022). 

We believe that the most suitable liability system for damages caused by 

artificial intelligence tools used in visual content filtering operations is the 

objective responsibility system, based on the damage element only. This system 

holds the operator of the display platform responsible as soon as the damage 

occurs, based on the concept of objective responsibility.  In the case of artificial 

intelligence techniques, they can be considered as products rather than 

independent legal entities.  Therefore, the producer or creator of these tools should 

be held accountable according to the principles of objective responsibility. Since 

this technology is a tool that can cause harm to third parties, strict liability rules 

should be appropriately applied to damages caused by the use of artificial 

intelligence applications. The doctrine of strict liability is applicable. 

The complicating factor arises when artificial intelligence tools autonomously 

filter content to some extent, without being fully controlled by their creator after 

their creation stage. Considering the information provided, it is necessary to 

highlight several key points:   

1.   The programmer or creator lacks complete control over the artificial 

intelligence technology, and any resulting damage is unintentional and 
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beyond their awareness or knowledge. Therefore, the actions and outcomes 

of the technology do not imply any mistake, fraud, or intentional act on the 

part of the creator, but rather occur without their knowledge or intention. 

2.   Artificial intelligence technology, despite some arguments advocating for 

granting it legal personality, is simply a technical tool within an exhibition 

platform. It cannot independently implement compensation decisions as it 

lacks financial disclosure or an independent personality. Instead, it 

functions solely as a tool with specific descriptions, with its owner having 

no control over the outcomes of its work. Its primary role is to filter specific 

content. 

3.   The circumstances surrounding the use of artificial intelligence technology 

to filter visual content on digital display platforms are incompatible with the 

traditional rules of responsibility in terms of proving its elements (error, 

damage, and causation). This is particularly true when considering the level 

of freedom and independence that artificial intelligence operates with, its 

complexity, the way it functions, and its reliance on entities that are subject 

to a legal system outside the jurisdiction of the injured party. 

4. In situations where a claim of liability arises due to the harm caused by 

artificial intelligence technology's filtering of visual content, certain legal 

systems may not have a defendant. Additionally, if the operator is being 

sued for compensation for damages inflicted upon the user, they may argue 

that they are not liable because they did not interfere with the filtering of 

visual content. 

Based on the information provided, it is evident that injured individuals face 

challenges in proving liability to receive compensation for their damages. This 

leads to instability in legal systems. Therefore, it is necessary to implement an 

objective liability system that focuses solely on proving the extent of the damage. 

In this system, the injured person would only need to demonstrate the damage they 

have suffered. The responsibility of the other party would then be determined by 

proving the fault of the injured person. This approach aims to achieve a balance 

between the interests of both parties involved. The responsibility of the party with 

significant control over artificial intelligence technology (referred to as the strong 

center) has been increasingly emphasized about the party that is negatively 

affected by the display platforms (referred to as the weak center). This 

responsibility encompasses economic power, material resources, and any other 

influential factors that impact the balance of the relationship between the two 

parties. 
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Conclusion and Recommendations 

The study focused on the legal safeguards against the potential dangers 

posed by artificial intelligence tools used for filtering visual content on internet-

based digital display platforms. The study yielded a series of findings and 

recommendations, with the most significant ones being: 

 The tools employed in artificial intelligence technology for filtering visual 

content are continuously advancing, thus necessitating the adaptation of 

traditional legal regulations to accommodate these advancements. 

 Currently, there is a lack of a well-defined legal framework to safeguard 

digital platform users from the potential dangers associated with content 

filtering facilitated by artificial intelligence tools. 

 Implementing stricter liability for damages incurred by users of visual content 

platforms filtered through artificial intelligence techniques is more equitable 

than applying standard liability regulations. 

 The legal regulations about technological advancement are in a perpetual state 

of evolution, parallel to the progress of technology. Without this continuous 

adaptation, legislative texts lose their significance and become devoid of 

value. 
 

Recommendations 

 It suggested that the necessity of implementing legislative mechanisms that 

allow for the creation of adaptable legal regulations that can be quickly 

developed to govern the filtration of visual content by artificial intelligence. 

This is crucial due to the ongoing advancements in this field and the ever-

expanding and diverse audience it serves, encompassing all sectors, age 

groups, and cultures. 

 The utilization liability system is inadequate for addressing damages caused 

by content filtering tools that utilize artificial intelligence techniques. This is 

because there is an imbalance between the parties involved in the dispute, and 

the injured party faces difficulties in proving the elements of responsibility. 

 Establish comprehensive guidelines for practices that strictly prohibit the 

utilization of artificial intelligence technology. 

  Enforcing stringent legal regulations that require operators of digital 

platforms utilizing artificial intelligence tools for content filtering to regularly 
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assess, consistently enhance, and tailor technological tools to align with the 

characteristics of each society. 

 Establish comprehensive legal frameworks to govern the utilization of artificial 

intelligence technology, to prevent unjust practices or the endorsement of content 

that contradicts specific cultural norms. 

 International agreements should be established to ensure that digital platform 

operators are held responsible for their global activities. This will prevent 

individuals from being left without recourse when faced with artificial 

intelligence technology that they are unfamiliar with, laws they are unaware 

of, and courts they cannot access to file their claims. 
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